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ABSTRACT: The water dimer cation, (H2O)2
+, has long

served as a prototypical reference system for water oxidation
chemistry. In spite of this status, a definitive explanation for the
anomalousand dominantfeatures in the experimental
vibrational spectrum [Gardenier, G. H.; Johnson, M. A.;
McCoy, A. B. J. Phys. Chem. A, 2009, 113, 4772−4779] has not
been determined, and harmonic analyses qualitatively fail to
reproduce these features. In this computational study, accurate
quantum chemistry methods are combined with a fully
coupled, six-dimensional anharmonic model to show that the
unassigned bands are the result of resonant mode interactions
and strong anharmonic coupling. Such coupling is fundamen-
tally due to the unique electronic structure of this open-shell
ion and the manner in which auxiliary modes affect the natural charge-transfer properties of the shared-proton stretch. These
unique vibrational signatures provide a key reference point for modern spectroscopic and mechanistic analyses of water-oxidation
catalysts.

■ INTRODUCTION

The search for safe, clean, storable, and renewable energy
sources remains one of the major scientific goals of our time.
One potentially fruitful avenue for renewables is the storage of
solar energy in chemical bonds,1,2 such as the electrochemical
splitting of water into molecular hydrogen and oxygen.3−5 The
water-splitting process provides as many questions for the field
of chemistry, however, as it provides promises for renewable-
energy technologies. Many viable catalysts have been developed
for the more difficult water-oxidation process,4,6−33 for
example, but unraveling the detailed, inner-sphere redox
mechanisms34−40 remains a challenge that hampers continued
progress toward the development of efficient, robust catalysts.10

The chemical activation of water involves substantial
perturbations to chemical bonds and the surrounding hydro-
gen-bond network. Such inner-sphere changes, in turn, manifest
as vibrational signatures. This concept is the premise for several
recent gas-phase spectroscopic studies of water-oxidation
catalysts,41−48 which provide rare, experimental glimpses into
these molecular mechanisms. A common refrain in many of
these studies is that the observed spectra are appreciably more
complicated than those predicted by harmonic analyses, even at
very low temperatures. Anharmonicities can manifest as both
strong shifts to the vibrational frequencieswell beyond
traditional scaling factorsand the carrying of significant
oscillator strength by higher-order effects, such as combination
bands and overtones.

Such complexities could likely have been predicted, based on
the precedent set by the anomalousand as-yet unexplained
vibrational spectrum observed for the simplest model of the first
redox step of water oxidation, the water dimer cation, (H2O)2

+

[Figure 1 inset].49 The cold, argon-tagged action spectrum of
this open-shell ion is dominated by intense transitions that are
entirely absent in harmonic simulations, even with highly
accurate quantum chemistry methods. Similar features are now
known to occur in larger oxidized clusters, (H2O)n = 3−11

+ , as
well.50,51

The objective of the present computational study, therefore,
is to assign these anomalous features and connect such
spectroscopic signatures to the inherent vibrational motions
in oxidized water. The analysis demonstrates that the water
dimer cation is an exquisite example of the coupling between
electronic properties and molecular motion, as well as a rare
case in which the immense broadening of strongly hydrogen-
bonded spectral peaks (even in cold systems) can be ascribed
to specific vibrational transitions. The vibrational signatures of
electronic properties are exactly the observables sought in
spectroscopic studies of water oxidation catalysts; this work
highlights the underlying source of these signatures.
Oxidized water has been the subject of many previous

computational studies, ranging from detailed electronic analyses
of the dimer52−58 to simulations of the condensed-phase
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dynamics of bulk water ionization.59,60 The structural studies
have conclusively shown that (a) electron correlation effects are
substantial in this open-shell ion, and (b) the proton-
transferred (PT) isomer [Figure 1], nominally viewed as an
ion-radical contact pair, H3O

+···OH•, is appreciably more stable
than the hemibonded (HB) isomer. More recent experimen-
tal50,51 and computational61−63 studies, including two from our
research group,64,65 have established a clear driving force for an
eventual separation of the initially formed ion-radical contact
pair when sufficient solvation [(H2O)n ≥ 5

+ ] is present. The
surrounding water network acts as a better solvent than the
hydroxyl radical and outcompetes OH for solvation of the ion.
Experimental signatures of the ionization dynamics and

reactive intermediates have remained elusive,56,57,59 however,
and one of the ancillary aims of this work is to establish the
methodological considerations required to accurately connect
experimental vibrational spectra with computational simula-
tions. In order to highlight the rather stark discrepancies
between standard harmonic computations and the experimental
results, the two spectra are shown in Figure 1. Even with an
underlying correlated, wave function-based methodology66 and
large basis set (RI-MP2/cc-pVTZ67,68), the harmonic spectrum
is clearly insufficient to even qualitatively reproduce the
dominant experimental signatures. The harmonic approach
does reasonably reproduce the transitions in the high-frequency
(3350−3550 cm−1) O−H stretch region, apart from standard69

anharmonic shifts of 5−10%, suggesting that the structure and
electronic structure methodology are potentially sufficient.
These transitions include the dangling-OH stretches of the
hydronium and hydroxyl units, with the former being slightly
red-shifted experimentally due to the presence of the weakly
bound argon tags. In the lower-frequency region (1500−
2500 cm−1), however, at least four intense transitions dominate
the experimental spectrum, and the harmonic analysis only
includes the nearly dark bend transitions and bright shared-

proton stretch. The triplet feature near 2000 cm−1, with peak
spacings of roughly 100 cm−1, is absent. A two-dimensional
anharmonic analysis that accompanied the experimental study
of ref 49 placed the shared-proton stretch fundamental in the
vicinity of the bright triplet, but neither the triplet feature nor
the increased intensity of the bend(s) was recovered. In our
preliminary studies, further refinement of the quality of the
potential surface was found to make little difference in the
resulting spectrum. In fact, the simpler second-order Møller−
Plesset perturbation theory66-based surface (MP2) was found
to yield frequencies that were closer to those from very accurate
equation-of-motion coupled-cluster methods (EOM-IP-
CCSD70−73) than those from the CCSD method. Therefore,
the inconsistency must lie in the treatment of the molecular
vibrations and the limitations of the harmonic approximation.
The remainder of this study aims to explain these anomalous

features and is guided by the following questions:

(1) What is the source of the bright triplet feature near
2000 cm−1?

(2) Why does the bend (or bends) near 1600 cm−1 carry
considerable oscillator strength?

(3) What electronic properties of the water dimer cation
manifest as these vibrational features?

■ METHODS
The design of this computational experiment was intended to
reproduce the previously unexplained features in the vibrational
spectrum of (H2O)2

+ and to explain the inherent electronic properties
of this complex that lead to the anomalous intensity of these features.
Accordingly, careful consideration of both the electronic and
vibrational aspects of the complex was required.

Electronic Methods. As mentioned in the Introduction, all
analyses in the present study focused on the PT isomer, and the two
tagging Ar atoms were included, in order to provide the most direct
connection with experimental results. After preliminary tests with
CCSD74,75 and EOM-IP-CCSD methods, the MP2 method (within
the resolution-of-the-identity76−81 [RI-MP2] and frozen-core approx-
imations) was confirmed to provide sufficient accuracy. The cc-pVTZ
basis set was also confirmed to be converged for spectroscopic analysis
and was used throughout. (Smaller basis sets, such as aug-cc-pVDZ,
were able to recover the qualitative effects of this work, but because of
the sensitivity of resonant effects to reference peak positions, basis set-
induced shifts can alter the resulting intensity pattern.) All quantum
chemistry computations were performed with a development version
of the Q-Chem82 software package.

Reference Structure. The low-energy structure of (H2O)2
+, as well

as its Ar-tagged analogue, possesses a “canted” hydroxyl unit, which
does not bisect the terminal H−O−H angle of its hydronium partner.
A two-dimensional anharmonic analysis (including a hydroxyl rotation
and the O···O−H terminal wag) demonstrated that the zero-point
energy of this hydroxyl rotation sits above the very shallow barrier to
conversion toward a symmetrically equivalent structure. Figure 2
depicts a one-dimensional cut through this potential, as well as the
ground vibrational state along this motion. Because of the singly
peaked and symmetric distribution, the molecule can be considered to
possess Cs point-group symmetry, on average. This symmetric
transition-state structure then established the reference structure for
subsequent anharmonic analysis and additionally provided useful
symmetry arguments to justify the coupling (or lack thereof) between
vibrational modes. A previous possible conjecture49 for the mysterious
triplet feature was a vibrational progression stemming from the low-
frequency (87 cm−1 harmonic) wag of the hydroxyl unit. This
explanation can now be discounted for two reasons. First, the
anharmonic analysis places the wag frequency (141 cm−1) above the
harmonic value and progression spacing. Second, all subsequent
anharmonic analyses of the high-frequency portions of the spectrum

Figure 1. Comparison between the experimental49 (top) and
harmonic (bottom) spectra of the Ar-tagged water dimer cation
(H2O)2

+ Ar2. Calculations were performed with the RI-MP2/cc-pVTZ
method. The inset shows the structure and geometric parameters at
the reference structure, as discussed in the Methods section.
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showed little coupling to this wag motion. Therefore, the symmetric Cs
structure was adopted as the reference point for all anharmonic
analysis (Cartesian coordinates can be found in the Supporting
Information), and the wag motion was neglected in the anharmonic
simulations.
Vibrational Methods. The discrepancy between the experimental

vibrational spectrum and harmonic analyses suggests that an accurate
treatment of anharmonicity, including coupling among vibrational
states, is required. General methods for computing anharmonic
vibrational spectra include classical83−85 and quantum86−89 dynamics
approaches, as well as eigenstate-based techniques within perturba-
tive90−93 or variational94−106 analogues of electronic structure theory
methods. Regardless of the approach, generation of the underlying
potential energy and dipole moment hypersurfaces can be
accomplished using Taylor series expansions or grid-based methods
that directly scan along these surfaces. Due to the strong
anharmonicities and mode couplings anticipated for the water dimer
cation, the approach adopted in the present study was decidedly brute-
force, which was possiblealthough still computationally demand-
ingfor this relatively small complex. (After presenting the results of
this analysis, a simpler model will later be discussed, which could
potentially be applied to larger complexes.) Exact, grid-based,
variational eigensolver methods in a well-chosen subspace of the
vibrational degrees of freedom were performed. After an extensive
preliminary search, six vibrational modes that could potentially carry
oscillator strength in the 2000 cm−1 regionor strongly impact those
that dowere selected and included in a six-dimensional vibrational
Hamiltonian. The included five normal modes (qi) and their labels are
shown in Figure 3. Choice of the sixth degree of freedom (qR) was
largely guided by a previous study107 of embedded-hydronium spectra,
in which the rotational motion of the hydronium subunit was shown to
lead to strong combination-band activity with the bending motion, due
to nonlinear response of the dipole moment (electrical anharmo-
nicity). In the present case, a rigid rotation of the hydronium, with a
constant reduced moment of inertia (I), was used (also shown in
Figure 3); kinetic coupling terms involving this mode were confirmed
to be small and were subsequently neglected. The choice of this
curvilinear coordinate was critical to reducing the number of coupled
degrees of freedom and to interpretation of the spectrum. The
resulting 6D Hamiltonian is, therefore,

∑̂ = − ℏ ∂
∂

− ℏ ∂
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H
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Solution of the (J = 0) Schrödinger equation in this subspace was
performed numerically in a basis set of harmonic oscillator functions.
Six quanta of excitation were included in all modes except the shared-
proton stretch, which required 10 quanta. Gauss-Hermite quadrature
was used for integration of the potential energy and dipole moment
terms; in each degree of freedom, the number of quadrature points
was one larger than the number of states, requiring a total of over
184 000 quantum chemistry calculations. The large size of the resulting
Hamiltonian matrix (∼6 × 109 elements, before symmetry
considerations) required the use of an iterative diagonalization routine,
for which the PRIMME108 library was employed. All of these
anharmonic vibrational calculations were performed using in-house
code, outside of Q-Chem.

Resonance Overview and Simplified Models. One important
implication of mechanical anharmonicity is the phenomenon of
resonance, which will play a key role in the interpretation of the
unique features of this spectrum. Vibrational resonance provides an
intensity-borrowing mechanism when two nearly degenerate vibra-
tional states (of the same symmetry) have a non-negligible anharmonic
coupling.109 Qualitatively, strong coupling among two vibrational
states can lead to strong mixing of the states; when this mixing occurs
among a pair of bright and dark states, sharing of intensity can induce
oscillator strength in nominally dark modes. Because this effect
primarily affects two key transitions, a simplified, reduced-dimensional
treatment of these resonant effects was conjectured to be possible.
These reduced-dimensional models, along with exact, reduced-
dimension eigensolvers, will be used throughout the discussion that
follows, in order to confirm that the resonant interactions are
responsible for the dominant spectral effects and also to assess the
extent to which other modes impact the numerical accuracy of the final
spectrum.

The resonance phenomena observed in this work are known as
Fermi (overtone/fundamental [Type I] and combination band/
fundamental [Type II]) and Darling−Dennison (fundamental/
fundamental) resonances. Although the main numerical results in
this work were constructed from fully nonlocal, grid-based scans of the
potential and dipole surfaces, the dominant contributions to these two
resonant effects can be ascribed to third- and fourth-order force
constants,
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Figure 2. Potential energy surface along the hydroxyl rotation
coordinate, with a fixed, equilibrium hydroxyl O−H bond length.
The corresponding ground-state probability density, justifying the
symmetric Cs transition-state reference structure, is shown in the lower
panel.

Figure 3. Vibrational modes included in the 6D anharmonic analysis.
Argon atoms are omitted, for clarity.
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An approximate vibrational Hamiltonian110 can be developed in the
state space containing only the active modes. A two-state interaction,
for example, is expressed in the unperturbed eigenfunction basis |ψ1⟩
⊗ |ψ2⟩ as

β

β
̂ =

⎛

⎝
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E
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In this analysis, the unperturbed states could be considered
fundamentals, combination bands (i ≠ j), or overtones (i = j). The
coupling element β can, in turn, be expressed as
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where the leading-order coupling terms are shown for Fermi (β(3)) and
Darling−Dennison (β(4)) resonances. The generalized eigenvalues of
(3) become
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where the spacing between the unperturbed energies has been defined
as δ = E1 − E2. The corresponding eigenvectors are, in general, a
nonuniform superposition of basis states. The mixing coefficient (ζ)
and normalized eigenvectors become
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Intensity borrowing, therefore, occurs via mixing of the two
reference states via ζ. This process conserves intensity, and, in a case in
which one state is rigorously dark, the resulting intensity is simply
proportional to the square of the mixing coefficient. These models can
be extended to additional states, and such analyses are included in the
Supporting Information.

■ RESULTS AND DISCUSSION
The computed six-dimensional spectrum is shown in Figure 4,
along with the qualitative assignment of absorption bands and
corresponding nuclear motions. For visual comparison only, the
integrated intensities of the experimental spectrum (obtained

with the Origin111 software package) are also presented in this
figure with the same 10 cm−1 Lorentzian artificial broadening as
the computed spectra. Quantitative frequencies and intensities
are listed in Table 1.

Most encouragingly, the intense triplet feature is recovered in
the anharmonic simulations, which stands in stark contrast to
the single bright shared-proton stretch peak that was observed
in the harmonic analysis. On the basis of the resulting
eigenvector coefficients, the triplet is ascribed to a strong
Fermi resonance among the A′ shared-proton stretch
fundamental (qH+) and two 1 + 1 combination bands. These
combination bands include the [A′ OO stretch + A′ HOH
hydronium bend] mode, hereafter denoted qcomb1, and the [A″
hydronium rotor + A″ HOH hydronium bend] mode, denoted
qcomb2. In addition, a weaker two-fundamental Darling−
Dennison resonance between the A′ hydronium bend and A′
proton stretch fundamentals was observed, which modifies the
position and intensity of the bend. Detailed analysis of each of
these modes, along with the source of the strong anharmonic
couplings, is provided in the following subsections. The
transitions are referenced according to the labeling in Figure 4.

Figure 4. (Left) Comparison between the experimental and computed six-dimensional spectra. The intensity profile was computed by integrating
the experimental peaks and normalizing the resulting spectra. (Right) Assignment of labeled absorption bands, notated in the order (νθ, νOO, νA″B,
νA′B, νH+, νA′OH), and their corresponding molecular displacements.

Table 1. Comparison of Harmonic, Computed (6D)
Anharmonic, and Experimental Spectra

harmonic anharmonic experiment

mode ωa Ib ωa Ib ωa

A″ Rotor (525)c (0.9)c 504 0.00 
A′ OO Stretch 342 47.5 378 63.7 
A″ Bend 1662 48.3 1581 55.9 
A′ Bend 1685 0.9 1618 87.0 1601
A′ H+ 2566 2537.4 1977 948.1 1916
A′ OH Stretch 3553 491.0 3460 466.6 3408
Comb 1d   2037 733.6 2021
Comb 2e   2113 777.4 2155

aTransition frequency (cm−1) bIntensity (km/mol) cValues from
rectilinear “rotor” normal mode d[A′ OO Stretch + A′ Bend]
combination band (0,1,0,1,0,0). e[A″ Rotor + A″ Bend] combination
band (1,0,1,0,0,0).
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Triplet Feature. 1. A′ Shared-Proton Stretch (Transition
I). Upon initial ionization,56,59,60 the cationic water dimer
undergoes rapid proton transfer to form the aforementioned
ion-radical contact pair, in which the hydronium cation and
hydroxyl radical are connected by a strongly anharmonic,
proton-transfer coordinate. The anharmonicity and large
intensity in this mode are critical pieces of the anomalous
vibrational response and will receive special attention
throughout this analysis. As a result of the strong
anharmonicity, the shared proton undergoes large-amplitude
motion, even in the ground vibrational state. At the minimum-
energy structure, the shared-proton bond length is computed to
be 1.037 Å (Figure 1). However, along the corresponding
proton-stretch normal-mode coordinate (Figure 5), the 1D
anharmonic expectation value of the bond length was
computed to be ⟨ψ0|qH+|ψ0⟩ = 1.072 Å for the ground
vibrational state and ⟨ψ1|qH+|ψ1⟩ = 1.152 Å for the first excited
state.
Importantly, large-amplitude motion along this coordinate

effectively shuttles the complex between H3O
+ ··· OH• and

H2O ··· H2O
+• limiting regimes. The amount of charge transfer

along the vibrational coordinate can be tracked using summed
atomic charges on three fragments (Ar2, H3O

+, and OH) using
simple Mulliken analysis,112 shown in the lower-left panel of
Figure 5. By 0.8 Å displacement along this coordinate, equal
charges of the OH and H3O subunits were observed; roughly
90% of this charge transfer has occurred at the classical turning
points of the first excited vibrational state. This charge
oscillation is responsible for the enormous intensity response
of qH+ in the harmonic spectrum and also acts as a potential
“intensity donor” to other parasitic transitions in the
anharmonic spectrum, as discussed below.
2. A″ Rotor + A″ Bend Combination Band (Transition II).

The curvilinear rotor coordinate is one motion by which the
charge-shuttling effect can be inhibited. At the hydrogen-

bonded equilibrium, charge transfer is enabled, whereas charge
localization is fostered upon a ± 60° rotation. This motion,
when combined with the A″ bend (to yield the A′ combination
band qcomb1), has previously been shown to induce a bright
combination-band transition in solvated hydronium complexes,
by means of a non-Condon effect.107 This effect induces
oscillator strength through electrical anharmonicity even when
the potential is nearly (or even purely) harmonic. Preliminary
analysis of this effect in the water dimer cation, using only these
two motions, showed that this combination-band activity was
present, but the computed intensity remained appreciably lower
than the experimentally observed response. Using the full 6D
model, the correct response was instead found to be
dominantly a three-mode effect in the present case, in which
qcomb1 borrows intensity through a Fermi resonance with the
bright shared-proton stretch. The rotor (504 cm−1, anharmoni-
cally) and A″ hydronium bend (1581 cm−1) yield a
combination band (2113 cm−1) that fortuitously lands close
to the original anharmonic shared-proton stretch fundamental
(2126 cm−1, 1D) and can borrow significant intensity from this
otherwise-dominant peak. The two reference transitions then
split, via a strong anharmonic, resonant coupling, to yield two
of the three bright peaks in the triplet. Therefore, in the water
dimer cation, the intensity of this additional peak originates
from both mechanical and electrical anharmonicities.
Additional qualitative insight into this feature of the spectrum

can be obtained by projecting the final, anharmonic state onto
the direct-product, one-dimensional, harmonic basis. This
projection, when properly accounting for relative phase, allows
for visualization of the corresponding nuclear motion associated
with the transition. In this case, qcomb1 primarily exhibits motion
of the shared proton perpendicular to the proton-transfer
coordinate, thereby hindering the proton-shuttling mechanism
by partially breaking the hydrogen bond. The rotor motion
partially cancels the terminal hydrogens’ contribution to the

Figure 5. One-dimensional anharmonic analysis of the shared-proton stretch mode (qH+). (Upper left) Potential energy curve and two lowest energy
eigenvalues, with corresponding eigenstate probability densities in the right two panels. (Lower left) Fragment partial charges as a function of qH+

displacement.
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bending motion, whereas it enhances the side-to-side motion of
the central proton. From this decomposition, the combination-
band coordinate can be dominantly considered as
qcomb1 = 0.87qθ + 0.44qA″B. The displacements corresponding

to this motion are shown by arrows in Figure 6.
From an underlying electronic viewpoint, the charge-

localizing behavior of this combination band motion strongly
impacts the charge-delocalizing tendency of the proton stretch,
which leads to a very large third-order coupling among these
modes. This coupling is depicted visually in the potential
energy surfaces of Figure 6. The two-state coupling matrix
element between these two motions, for example, is
β(3) = −56.0 cm−1, which closely matches a three-dimensional
eigensolver splitting of ±54.1 cm−1, suggesting that a simplified
two-state model should be reasonably consistent with exact
eigensolvers, provided that the 2D combination-band coor-
dinate is known in advance. Both the simplified 2D model and

3D eigensolver results are shown in Figure 8(a), which
confirmed that these three modes are, in fact, responsible for
two of the three contributions to the infrared activity in this
region. The rotation coordinate also provides a strong electrical
anharmonicity orthogonal to the shared-proton stretch
coordinate (Figure 6), providing additional oscillator strength
to the combination band.
Using the simplified, two-state Hamiltonian, with calculated

matrix elements E1 = ⟨110|(E1,harm + Δ1,anh
(2D))|110⟩qcomb1 =

2124.29 cm−1 and E2 = ⟨001|(E2,harm + Δ2,anh
(1D))|001⟩H+ =

2126.29 cm−1, the spectrum was modeled and decomposed to
quantify the degree of state mixing. The parameters Δ1,anh

(2D) and
Δ2,anh

(1D) were computed by scaling the harmonic combination-
band and fundamental transition frequencies to their 2D and
1D anharmonic values, respectively. Because of the near
degeneracy of the reference states, the mixing coefficients (6)
provide a nearly equal mixing between the vibrational

Figure 6. Potential energy and dipole moment surfaces for the shared-proton stretch coordinate (qH+), combined with the [A″ hydronium rotor + A″
bend]1,1 combination band coordinate (qcomb1). (Left panels) Uncoupled and coupled anharmonic potential energy surfaces, along with the coupling
strength. The white contour lines in the potential plots denote the three lowest eigenvalues of the 6D eigensolver (the two resonant transitions are
closely spaced). The contours in the coupling plot are placed every 1000 cm−1. (Right panels) Dipole moment surfaces in the Cartesian directions,
with the convention that the O−O axis is placed in the y direction of the x−y plane. Contour lines are placed every 0.5 D.

Figure 7. Potential energy and dipole moment surfaces for the shared-proton stretch coordinate (qH+), combined with the [A′ OO stretch + A′
bend]1,1 combination band coordinate (qcomb2). (Left panels) Uncoupled and coupled anharmonic potential energy surfaces, along with the coupling

strength. The white contour lines in the potential plots denote the three lowest eigenvalues of the 6D eigensolver (the two resonant transitions are
closely spaced). The contours in the coupling plot are placed every 1000 cm−1. (Right panels) Dipole moment surfaces in the Cartesian directions,
with the convention that the O−O axis is placed in the y direction of the x−y plane. Contour lines are placed every 0.5 D.
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eigenstates. The resulting spectrum is shown in Figure 8(a),
and quantitative results of this model are listed in Table S2 of
the Supporting Information.
3. A′ O−O Stretch + A′ Bend Combination Band

(Transition III). The next Fermi resonance occurs between
qcomb2 and the A′ proton stretch fundamental. The uncoupled
states are farther from resonance (≈450 cm−1), compared to
the previous case. In order for Fermi mixing to occur in the
present pair, the required properties include a significantly
stronger anharmonic coupling of these two states and/or
appreciable perturbation to the states by other modes. The
value of the mixed third derivative was, indeed, found to be
large which provides the necessary term for appreciable mixing
of the two states. This coupling is evident in the deviation
between the uncoupled and coupled potentials depicted in
Figure 7.
Although the strength of the two-state coupling matrix

element (β(3) = 42.8 cm−1) is comparable to the corresponding
three-dimensional eigensolver splitting (±35.8 cm−1), the
mixing is actually lower than in the previous resonance, due
to the slight off-resonant character of the reference states. As a
result, the reduced-dimensional model somewhat overestimated
the transition frequencies and the corresponding intensity
profile [Figure 8(b)]. This effect is also impacted by some
degree of coupling to the A′ bend, which red-shifts the shared-
proton stretch and allows for increased resonance in the 3D
and 6D eigensolver treatments.
The expansion coefficients accordingly reveal that this

combination band is dominated by the A′ bend
mot ion and can be adequate ly repre sen ted as
qcomb2 = −0.25 qOO + 0.97 qA′B. The qOO component also
exhibits hydroxyl bend and out-of-plane (symmetry-conserv-
ing) shared-proton components, as shown by the arrows in
Figure 7. The strong coupling of the resonant modes then has a
rather intuitive electronic interpretation, using H2O···H

+···OH•

reference fragments. Displacement along the symmetric bend
(or along qcomb2) appreciably alters the water lone pair to which
the proton is bound, thereby changing its proton affinity and
the stretch potential of the proton. Since the proton motion
carries the “original” oscillator strength in the harmonic

reference, strong modification of the proton stretch potential
also alters the charge-transfer property and leads to both strong
mechanical coupling and intensity borrowing. A smaller but
nontrivial contribution also comes from the modification of the
donor−acceptor distanceand, in turn, the proton-stretch
potentialduring the O−O stretch motion.

Bend Intensity. The experimental spectrum exhibits a
bright signature in the bending region, as well. Of the A′ and A″
bending motions, the A′′ bend is the mode that carries
appreciable oscillator strength, which is still much too low
harmonically. However, a Darling−Dennison resonance was
observed when the A′ mode was allowed to couple with the
proton stretch fundamental. As a fourth-order effect that is
reasonably off-resonance, the anharmonicity constant must be
strong in order to induce intensity borrowing. Indeed, the
quartic derivative term was found to be very large, yielding a
coupling matrix element of β = −34.9 cm−1. Qualitatively, this
strong coupling occurs for reasons similar to the coupling of
qcomb2 and the proton stretch: Motion along this bend, which
moves the proton side-to-side, drastically modifies the stretch
potential.
The off-resonant character of these two modes leads to little

state mixing in the resultant eigenfunctions, which also does not
yield the full intensity shown in the experimental spectrum. It
does, however, lead to a 97-fold increase in the bend intensity,
compared to the harmonic result, which, in this case, is due to
mechanical coupling. Therefore, the mere appearance of the
bend transition should be considered a success for this model.
The remnant discrepancy with the experimental intensity
remains unclear. While we are always hesitant to ascribe such
inconsistency to experimental effects, neither improvements to
the potential nor to the vibrational model led to appreciably
increased intensity. Based on discussions with experimentalists
regarding the reliability of the intensities in this region, the
rather significant noise (including a poorly defined baseline)
suggests that the bright intensity of the bend could, indeed, be
viewed with some skepticism, particularly due to laser power in
this region. If such signatures become key factors in studies of
future catalysts, revisiting this region of the spectrum may be
worthwhile.

Figure 8. IR spectra resulting from the simplified 2D model and 3D eigensolver, involving the shared proton stretch (qH+), coupled to (a) qcomb1 and

(b) qcomb2. In (a), transition labels are denoted as (νθ, νA″B, νH+); in (b), transition labels are denoted as (νOO, νA′B, νH+).
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High-Frequency A′ O−H Stretch. Since the intensity of a
resonant transition is directly proportional to the square of the
mixing coefficient (ζ±), small shifts in any of the unperturbed
frequencies can result in a large intensity change after mixing.
This factor was one of the primary difficulties encountered
during the computational analysis of this spectrum since such
shifts can be induced by both the choice of electronic structure
method113−115 and by the choice of modes included in the
model. On the latter front, inclusion of the exterior O−H
symmetric stretch mode in the 6D model led to non-negligible
shifts, and this last mode’s effect on the spectrum provided
sufficiently quantitative agreement with experiment. In all cases,
the inclusion of this stretch led to changes in the value of δ
(unperturbed energy gaps), with the largest shifts affecting the
A′ bend and the two aforementioned combination bands. By
including the external O−H stretch, extension/contraction of
the O−H bonds during the rotor and bend motions is allowed
and provided an improved representation of these motions.
Further analysis of this mode’s influence on the spectrum,
including higher-dimensional simplified model results, can be
found in Figure S3 of the Supporting Information.

■ CONCLUSIONS
The vibrational spectrum of the water dimer cationa
prototypical model of ionized wateris dominated by intense
transitions that are absent in harmonic analyses. Using an
anharmonic eigensolver approach with accurate electronic
structure theory, the analysis in this work has definitively
assigned these transitions to resonant interactions between
vibrational modes. In short, the proton stretch transition is
sufficiently bright that nearly any other vibrational transition
with proper frequencyincluding combination bandscan
steal intensity and appear as an unexpectedly bright transition.
Traditional anharmonic effects (shifting of the 1D frequencies)
certainly impacted the final spectrum and were required for
quantitative agreement, but the bulk of the effect was found to
be multidimensional, involving resonant interactions and strong
coupling between higher-order modes.
Broadening of proton-stretch peaks has been observed in

cold spectra of many other systems.116−122 The present
complex is unique in that the source of these broadenings
can be assigned to specific combination bands. Furthermore,
the electronic origin of the strong coupling was assigned to
particularly intuitive effects. The native shared-proton molec-
ular motion, which facilitates electronic shuttling between
H3O

+···OH• and H2O···H2O
+• reference structures, was found

to be strongly enhanced/inhibited by motions that make/break
hydrogen bonds. In fact, a nonquantitative, yet intuitive,
interpretation of the dominant triplet feature is that it
represents the motion along (y) and orthogonal to (x,z) the
shared-proton stretch. The clear failure of the harmonic
approximation suggests that the normal-mode reference picture
is flawed for this system, and this proton-motion interpretation
(with more quantitative inclusion of other motions, as
described above) appears to suffice.
This study has been motivated by the need to understand the

experimental vibrational signatures of practical water-oxidation
catalysts, and it provides key comparison data for these
signatures. Of course, water oxidation is a four-electron, four-
proton redox process, and this analysis only focuses on the first
of these four steps. Several lessons have been gleaned, however.
First and foremost, the electronic properties of the inherent
vibrational motion in water oxidation complexes can be inferred

from a proper combination of modern experimental and
computational infrared spectra. This facet is particularly
encouraging for the rational design of improved catalytic
complexes. Second, an improved computational framework is
required if these effects are to be routinely assigned. In many
spectra, these effects are benign features that barely rise above
the baseline noise, making the harmonic approximation
sufficient; however, due to the unique electronic structure of
ion/radical systems, strong anharmonic coupling can promote
such effects as the most intense features in the spectrum.
Finally, the rich information contained in the intensities of
these transitions suggests that continued focus should be
placedboth experimentally and theoreticallyon this region
of the infrared spectrum, especially for water-oxidation catalysis
studies. Often a region devoid of transitions between the high-
frequency stretches and the fingerprint region, this strongly
hydrogen-bonded region provides key information regarding
the vibrationaland electronicstructure of reactive water
species. Future focus will be placed on the infrared activity of
larger model water complexes and recently developed catalysts.
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